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Bytes – Energy Neeeded for Modern Communications by Andrew Hunter 

Backgound 

Mark Mills the CEO of the Digital Power Co gave an interesting talk last semester at the Energy Seminar 

about the exponential increase in the bytes representing computing output.  He suggested that this fast 

growth was triggered by the adoption of the mobile phone, the iPhone in particular, and the ability that 

mobile software gave individuals to monitor and control their environment. 

While the ability to be in touch at all times may appear to be liberating it comes at a heavy cost in 

energy because we have not conquered Carnot’s Law – about two thirds of the fuel needed to make 

electricity (mobile phone can only consume electricity, not natural gas!) and the wasted energy has to 

be dumped into the atmosphere.   

The loss is efficiency is not overcome by using more fuel – just the opposite.  The loss gets bigger and 

bigger as demand grows.  In practical terms this means that we are adding server farms at an increasing 

and unsustainable rate.  Unfortunately, people are largely unaware of the heavy energy demands.  They 

are mostly indifferent to the fact energy is needed whenever someone creates another wi-fi connection 

or the uses of software that references itself at regular intervals. It is all out of sight and it is happening 

at a furious rate in every country around the globe. 

Task 

What is the process path followed by suitable forms of energy, from the gas field or solar panel to the 

final byte in an email.  What does this represent in everyday energy demands – the infrastructure 

needed by the cable and radio system, the capacity of server farms and the unseen energy losses 

discussed above. 

Draw up an energy balance just like the “well to wheel” breakdown we see frequently.  Call it “well to 

click” 
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“The	  heady	  days	  of	  stunning	  performance	  increases	  are	  over.”	  
	  IEEE	  Spectrum	  2011,	  Peter	  Kogge,	  Notre	  Dame,	  Chairman	  DARPA	  ExaScale	  Compu?ng	  Study	  

	  
	  
“[A]s	  of	  about	  2005….[there	  has	  been]	  a	  sharp	  reduc?on	  in	  the	  rate	  of	  energy	  
efficiency	  improvements	  …	  resul?ng	  in	  the	  forma?on	  of	  an	  asympto?c	  ‘wall’.”	  	  

IEEE	  Transac?ons	  on	  Very	  Large	  Scale	  Integra?on	  Systems	  2011	  	  
	  
	  
“The	  essen?al	  engine	  that	  made	  that	  exponen?al	  growth	  [in	  compu?ng]	  possible	  is	  
now	  in	  considerable	  danger.	  Thermal-‐power	  challenges	  and	  increasingly	  expensive	  
energy	  demands	  pose	  threats	  to	  the	  historical	  rate	  of	  increase	  in	  processor	  
performance.”	  

	  The	  Future	  of	  Compu4ng	  Performance,	  NaHonal	  Academy	  of	  Sciences,	  2011	  
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“As	  the	  use	  of	  the	  Internet	  con?nues	  to	  grow	  …	  devo?ng	  corresponding	  increases	  
in	  the	  na?on’s	  electrical	  energy	  capacity	  to	  compu?ng	  may	  become	  too	  expensive.”	  

	  NaRonal	  Academy	  of	  Sciences,	  2011	  



Next-Generation Supercomputers 

Supercomputers are now running our search engines 
and social networks. But the heady days of stunning 
performance increases are over 
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Supercomputers are the crowning achievement of the digital age. Yes, it's true that 
yesterday's supercomputer is today's game console, as far as performance goes. But 
there is no doubt that during the past half-century these machines have driven some 
fascinating if esoteric pursuits: breaking codes, predicting the weather, modeling 
automobile crashes, simulating nuclear explosions, and designing new drugs—to name 
just a few. And in recent years, supercomputers have shaped our daily lives more 
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directly. We now rely on them every time we do a Google search or try to find an old 
high school chum on Facebook, for example. And you can scarcely watch a big-budget 
movie without seeing supercomputer-generated special effects. 

So with these machines more ingrained than ever into our institutions and even our 
social fabric, it's an excellent time to wonder about the future. Will the next decade see 
the same kind of spectacular progress as the last two did? 

Alas, no. 

Modern supercomputers are based on groups of tightly interconnected 
microprocessors. For decades, successive generations of those microprocessors have 
gotten ever faster as their individual transistors got smaller—the familiar Moore's Law 
paradigm. About five years ago, however, the top speed for most microprocessors 
peaked when their clocks hit about 3 gigahertz. The problem is not that the individual 
transistors themselves can't be pushed to run faster; they can. But doing so for the 
many millions of them found on a typical microprocessor would require that chip to 
dissipate impractical amounts of heat. Computer engineers call this the power wall. 
Given that obstacle, it's clear that all kinds of computers, including supercomputers, are 
not going to advance at nearly the rates they have in the past. 

So just what can we expect? That's a question with no easy answer. Even so, in 2007 
the U.S. Defense Advanced Research Projects Agency (DARPA) decided to ask an 
even harder one: What sort of technologies would engineers need by 2015 to build a 
supercomputer capable of executing a quintillion (1018) mathematical operations per 
second? (The technical term is floating-point operations per second, or flops. A 
quintillion of them per second is an exaflops.) 

DARPA didn't just casually pose the question. The agency asked me to form a study 
group to find out whether exaflops-scale computing would be feasible within this 
interval—half the time it took to make the last thousandfold advance, from teraflops to 
petaflops—and to determine in detail what the key challenges would likely be. So I 
assembled a panel of world-renowned experts who met about a dozen times over the 
following year. Many of us had worked on today's petaflops supercomputers, so we had 
a pretty good idea how hard it was going to be to build something with 1000 times as 
much computing clout. 

We consulted with scores of other engineers on particular new technologies, we made 
dozens of presentations to our DARPA sponsors, and in the end we hammered out a 
278-page report [PDF], which had lots of surprises, even for us. The bottom line, though, 
was rather glum. The practical exaflops-class supercomputer DARPA was hoping for 
just wasn't going to be attainable by 2015. In fact, it might not be possible anytime in the 
foreseeable future. Think of it this way: The party isn't exactly over, but the police have 
arrived, and the music has been turned way down. 

http://www.darpa.mil/
http://www.er.doe.gov/ascr/Research/CS/DARPA%20exascale%20-%20hardware%20(2008).pdf


This was a sobering conclusion for anyone working at the leading edge of high-
performance computing. But it was worrisome for many others, too, because the same 
issues come up whether you're aiming to construct an exaflops-class supercomputer 
that occupies a large building or a petaflops-class one that fits in a couple of 
refrigerator-size racks—something lots of engineers and scientists would dearly like to 
have at their disposal. Our panel's conclusion was that to put together such "exascale" 
computers—ones with DARPA's requested density of computational might, be they 
building-size supercomputers or blazingly fast rack-size units—would require engineers 
to rethink entirely how they construct number crunchers in the future. 
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How far away is an exaflops machine? A decent supercomputer of the 1980s could 
carry out about a billion floating-point operations per second. Today's supercomputers 
exceed that by a factor of a million. The reigning champion today is China's Tianhe-1A 
supercomputer, which late last year achieved a world-record 2.57 petaflops—that's 2.57 
quadrillion (2.57 x 1015) flops—in benchmark testing. Still, to get to exaflops, we have a 
factor of almost 400 to go. 

The biggest obstacle to that by far is power. A modern supercomputer usually 
consumes between 4 and 6 megawatts—enough electricity to supply something like 
5000 homes. Researchers at the University of Illinois at Urbana-Champaign's National 
Center for Supercomputing Applications, IBM, and the Great Lakes Consortium for 
Petascale Computation are now constructing a supercomputer called Blue Waters. In 
operation, this machine is going to consume 15 MW—more actually, if you figure in 
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what's needed for the cooling system. And all that's for 10 petaflops—two orders of 
magnitude less than DARPA's exaflops goal. 

If you tried to achieve an exaflops-class supercomputer by simply scaling Blue Waters 
up 100 times, it would take 1.5 gigawatts of power to run it, more than 0.1 percent of the 
total U.S. power grid. You'd need a good-size nuclear power plant next door. That would 
be absurd, of course, which is why DARPA asked our study group to figure out how to 
limit the appetite of such a computer to a measly 20 MW and its size to 500 
conventional server racks. 

 

"A modern supercomputer usually consumes between 4 and 6 megawatts—enough 

electricity to supply something like 5000 homes." 

 

To judge whether that is at all feasible, consider the energy expended per flop. At the 
time we did the study, computation circuitry required about 70 picojoules for each 
operation, a picojoule being one millionth of one millionth of a joule. (A joule of energy 
can run a 1-watt load for one second.) 

The good news is that over the next decade, engineers should be able to get the energy 
requirements of a flop down to about 5 to 10 pJ. The bad news is that even if we do 
that, it won't really help. The reason is that the energy to perform an arithmetic operation 
is trivial in comparison with the energy needed to shuffle the data around, from one chip 
to another, from one board to another, and even from rack to rack. A typical floating-
point operation takes two 64-bit numbers as input and produces a 64-bit result. That's 
almost 200 bits in all that need to be moved into and out of some sort of memory, likely 
multiple times, for each operation. Taking all that overhead into account, the best we 
could reasonably hope for in an exaflops-class machine by 2015 if we used 
conventional architecture was somewhere between 1000 and 10 000 pJ per flop. 

Once the panel members realized that, we stopped thinking about how to tweak today's 
computing technology for better power efficiency. We'd have to start with a completely 
clean slate. 

To get a handle on how best to minimize power consumption, we had to work out a 
fairly detailed design for the fundamental building block that would go into making up 
our hypothetical future supercomputer. For this, we assumed that the microprocessors 
used would be fabricated from silicon, as they are now, but using a process that would 
support chip voltages lower than the 1 volt or so that predominates today. We picked 
0.5 V, because it represented the best projection for what industry-standard silicon-
based logic circuitry would be able to offer by 2015. Lowering the operating voltage 
involves a trade-off: You get much lower power consumption, because power is 



proportional to the square of voltage, but you also reduce the speed of the chip and 
make circuits more prone to transient malfunctions. 

Bill Dally (then at Stanford and now chief scientist of Nvidia Corp.), working largely on 
his own, hammered out the outlines of such a design on paper. The basic module he 
came up with consists of a chip with 742 separate microprocessor cores running at 1.5 
GHz. Each core includes four floating-point units and a small amount of nearby 
memory, called a cache, for fast data access. Pairs of such cores share a somewhat 
slower second-level cache, and all such pairs can access each other's second-level 
(and even third-level) memory caches. In a novel twist, Dally's design has 16 dynamic 
RAM chips directly attached to each processor. Each processor chip also has ports for 
connections to up to 12 separate routers for fast off-chip data transfers. 

Illustration: George 
Retseck  

One of these processor-memory modules by itself should be able to perform almost 5 
teraflops. We figured that 12 of them could be packaged on a single board and that 32 
of these boards would fit in a rack, which would then provide close to 2 petaflops, 

http://cva.stanford.edu/billd_webpage_new.html


assuming the machine was running at peak performance. An exaflops-class 
supercomputer would require at least 583 such racks, which misses DARPA's target of 
500 racks but is nevertheless a reasonable number for a world-class computing facility. 

The rub is that such a system would use 67 MW, more than three times the 20 MW that 
DARPA had set as a limit. And that's not even the worst problem. If you do the 
arithmetic, you'll see that our 583-rack computer includes more than 160 million 
microprocessor cores. It would be tough to keep even a small fraction of those 
processors busy at the same time. 

Realistic applications running on today's supercomputers typically use only 5 to 10 
percent of the machine's peak processing power at any given moment. Most of the 
other processor cores are just treading water, perhaps waiting for data they need to 
perform their next calculation. It has proved impossible for programmers to keep a 
larger fraction of the processors working on calculations that are directly relevant to the 
application. And as the number of processor cores skyrockets, the fraction you can 
keep busy at any given moment can be expected to plummet. So if we use lots of 
processors with relatively slow clock rates to build a supercomputer that can perform 
1000 times the flops of the current generation, we'll probably end up with just 10 to 100 
times today's computational oomph. That is, we might meet DARPA's targets on paper, 
but the reality would be disappointing indeed. 

The concerns we had with this approach did not end there. Accessing memory proved 
especially vexing. For example, in analyzing how much power our hypothetical design 
would use, we assumed that only 1 out of every 4 floating-point operations would be 
able to get data from a nearby memory cache, that only 1 out of every 12 memory 
fetches would come from a separate memory chip attached to the microprocessor chip, 
and only 1 out of every 40 of them would come from the memory mounted on another 
module. Real-world numbers for these things are invariably larger. So even our 
sobering 67-MW power estimate was overly optimistic. A later study indicated the actual 
power would be more like 500 MW. 

For this design we added only the amount of memory that we thought we could afford 
without the power requirements of connecting it all together becoming too much of an 
issue. The resultant amount of memory, about 3.6 petabytes in all, seems large at first 
blush, but it provides far less memory than the 1 byte per flops that is the 
supercomputer designer's holy grail. So unless memory technologies emerge that have 
greater densities at the same or lower power levels than we assumed, any exaflops-
capable supercomputer that we sketch out now will be memory starved. 

And we're not even done with the seemingly insurmountable obstacles! 
Supercomputers need long-term storage that's dense enough and fast enough to hold 
what are called checkpoint files. These are copies of main memory made periodically so 
that if a fault is discovered, a long-running application need not be started over again 
from the beginning. The panel came to the conclusion that writing checkpoint files for 
exaflops-size systems may very well require a new kind of memory entirely, something 



between DRAM and rotating disks. And we saw very limited promise in any variation of 
today's flash memory or in emerging nanotechnology memories, such as carbon 
nanotubes or holographic memory. 

As if the problems we identified with excessive power draw and memory inadequacies 
weren't enough, the panel also found that lowering the operating voltage, as we 
presumed was necessary, would make the transistors prone to new and more-frequent 
faults, especially temperature-induced transient glitches. When you add this tendency to 
the very large number of components projected—more than 4 million chips with almost 
a billion chip contacts—you have to worry about the resiliency of such systems. There 
are ways to address such concerns, but most solutions require additional hardware, 
which increases power consumption even further. 

So are exaflop computers forever out of reach? I don't think so. Meeting DARPA's 
ambitious goals, however, will require more than the few short years we have left before 
2015. Success in assembling such a machine will demand a coordinated cross-
disciplinary effort carried out over a decade or more, during which time device 
engineers and computer designers will have to work together to find the right 
combination of processing circuitry, memory structures, and communications conduits—
something that can beat what are normally voracious power requirements down to 
manageable levels. 

Also, computer architects will have to figure out how to put the right kinds of memory at 
the right places to allow applications to run on these systems efficiently and without 
having to be restarted constantly because of transient glitches. And hardware and 
software specialists will have to collaborate closely to find ways to ensure that the code 
running on tomorrow's supercomputers uses a far greater proportion of the available 
computing cores than is typical for supercomputers today. 

That's a tall order, which is why I and the other DARPA panelists came away from the 
study rather humbled. But we also found a greater understanding of the hurdles, which 
will shape our research for many years to come. I, for example, am now exploring how 
new memory technologies can reduce the energy needed to fetch data and how 
architectures might be rearranged to move computation to the data rather than having 
to repeatedly drag copies of that data all around the system. 

Perhaps more important, government funding agencies now realize the difficulties 
involved and are working hard to jump-start this kind of research. DARPA has just 
begun a program called Ubiquitous High Performance Computing. The idea is to support 
the research needed to get both very compact high-performance computers and rack-
size supercomputers built, even if bringing a warehouse full of them together to form a 
single exaflops-class machine proves to be prohibitive. The hope is to be able to pack 
something equivalent to today's biggest supercomputers into a single truck, for 
example. The U.S. Department of Energy and the National Science Foundation are 
funding similar investigations, aimed at creating supercomputers for solving basic 
science problems. 

http://www.darpa.mil/i2o/programs/uhpc/uhpc.asp


So don't expect to see a supercomputer capable of a quintillion operations per second 
appear anytime soon. But don't give up hope, either. If rack-size high-performance 
computers do indeed become as ubiquitous as DARPA's new program name implies 
they will, a widely distributed set of these machines could perhaps be made to work in 
concert. As long as the problem at hand can be split up into separate parts that can be 
solved independently, a colossal amount of computing power could be assembled—
similar to how cloud computing works now. Such a strategy could allow a virtual 
exaflops supercomputer to emerge. It wouldn't be what DARPA asked for in 2007, but 
for some tasks, it could serve just fine. 

This article originally appeared in print as "The Tops in Flops." 
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Computing 

China Tightens Control on Exports of 
Supercomputers, Drones 

China puts export license restrictions on sales of its supercomputer and drone 
technologies overseas4 Aug 

 

  

Computing 

Obama Orders Speedy Delivery of First Exascale 
Supercomputer  

Obama's executive order aims to achieve exascale supercomputing and pave future for 
computers31 Jul 
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Computing 

What Do You Do With an Old Supercomputer? Crush 
It Like a Rusty Car! 

Some of the most sophisticated machines ever built end their life as scrap31 Jul 

 

  

Computing 

Intel and Micron Announce "Revolutionary" Mystery 
Memory 

Details on exactly what it is are vague29 Jul 
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Computing 

Happy Birthday Amiga Computer! 

Thirty years ago, the Amiga computer launched at Lincoln Center. Count me among its 
fans who are remembering and celebrating 24 Jul 

 

  

Computing 

Bamboo-like Crystals Help Tiny Chip Wires Keep 
Shrinking 

Segmented structure could help electrons flow in future chips22 Jul 
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Computing 

Why Aren't Supercomputers Getting Faster Like They 
Used To? 

Experts dream of reaching exascale computation rates by 2020, but it may take longer 
than expected17 Jul 

 

  

Computing 

A Middle East Supercomputer Makes the Top 10 List 
for the First Time 

Saudi Arabia's Shaheen II is the region's first supercomputer to compete in the big 
leagues13 Jul 
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Computing 

Mocking AI Panic 

Turing anticipated many of today’s worries about super-smart machines threatening 
mankind30 Jun 

 

  

Computing 

Flashristors: Getting the Best of Memristors and Flash 
Memory 

Will flashristors perform better than memristors?22 Jun 
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Computing 

Laser Links Give Aging Supercomputers a Second 
Wind 

Free-space optics help old computers learn new tricks27 May 

 

  

Computing 

Holography Makes 3-D On-Chip Batteries  

3-D microbatteries could power sensors and medical implants11 May 
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Computing 

IBM Shows First Full Error Detection for Quantum 
Computers 

IBM's four-qubit array is the first to detect both types of quantum computing 
errors29 Apr 

 

  

Computing 

Return of the Elf: Making a 1976 microcomputer more 
user friendly 

A home-brew programmer for the low-power Membership Card microcomputer24 Apr 
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Computing 

Theory Lowers the Speed Limit for Quantum 
Computing 

A lower theoretical speed limit for quantum entanglement puts new bounds on future 
quantum computers20 Apr 

 

  

Computing 

Electronic Gate Built For Silicon Quantum Computers 

Researchers implement a 1998 proposal to control long-lived silicon qubits15 Apr 
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Computing 

U.S. Blacklisting of China's Supercomputers May 
Backfire 

A U.S. decision to block Intel from upgrading a Chinese supercomputer won't stop 
China in the long run10 Apr 

 

  

Computing 

Is This Really the Anniversary of Moore’s Law? 

Gordon Moore’s path to his famous prediction7 Apr 
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Computing 

Superslim Liquid Loop Will Keep Future Smartphones 
Cool 

At about a half a millimeter thick, Fujitsu’s fluid-filled heat pipe loop can keep even the 
slimmest devices from cooking7 Apr 
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